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ABSTRACT An approah for ombining Peer-to-Peer systems and Content DeliveryNetworks is presented. The ombined system is alled Proxy-to-Proxy and used to enablequality-of-servie based multimedia delivery. The Proxy-to-Proxy network is harater-ized by onsisting of multiple proxy groups. The groups are formed using a metris alledproxy a�nity. The metris ombines three utility values, namely (1) Network Closeness,(2) Semantial Closeness and (3) Load Closeness. So the groups are (1) loated lose toend-lients, (2) homogenous onerning the type of ontent and (3) balaned onerningthe amount of required resoures. Network Closeness, Semantial Closeness and LoadCloseness an be weighted against eah other. Weighting fores either pure Peer-to-Peerbehavior, pure Content Delivery Network behavior or a ombination of both. We om-pare all three behaviors against eah other and examine the in�uene on the quality ofstreamed multimedia ontent. In order to emulate the system behavior and evaluate itagainst existing Peer-to-Peer and CDN approahes the NS-2 [8℄ based gnutella-simulator(GnuSim) [2℄ has been ombined with a tool alled EvalVid [4℄. EvalVid allows map-ping paket delays and losses to the quality of real videos within NS-2. The quality of thereeived ontent is evaluated using an objetive metris alled Mean Opinion Sore (MOS).KEY WORDSDistributed Multimedia, Quality of Servie (QoS), Peer-to-Peer (P2P) systems, ContentDistribution Networks (CDN)1 IntrodutionWhen multimedia data are streamed over a best e�ort network it is hallenging to pro-vide the end-user with the expeted quality. The expeted quality is ahieved by avoidingpaket losses and high delays. Well known approahes to ahieve this goal are Peer-to-Peer systems and Content Distribution Networks.In this work we fous on the problems of Peer-to-Peer systems and Content DistributionNetworks and propose a new solution alled Proxy-to-Proxy. The main idea followedin the Proxy-to-Proxy approah is to ompensate disadvantages of Peer-to-Peer systemsand Content Distribution Networks by ombining the advantageous harateristis. Theadvantage of Peer-to-Peer systems is that peers are loated lose to end-users whih isnot neessarily true for Content Delivery Networks. The advantages of Content DeliveryNetwork nodes are that the nodes are always on, have good network onnetivity andhigh storage spae whih is often not the ase for Peer-to-Peer nodes.Combining Peer-to-Peer and Content Delivery Network harateristis is based on a met-ris alled proxy a�nity. Proxy a�nity inludes three utility values alled Network Close-ness, Semantial Closeness and Load Closeness. Network Closeness is used for buildinggroups �lose� to future lient requests. This resembles peer-to-peer behavior. LoadCloseness is used for balaning the amount of required and available resoures betweenalternative groups. Resoure balaning is a typial feature of Content Delivery Networks.Semantial Closeness is required for making the groups homogenous onerning the type1



of shared ontent. This harateristis an be found in Peer-to-Peer systems as well as inContent Delivery Networks.In order to ompare Peer-to-Peer, Content Delivery Network and Proxy-to-Proxy behav-ior against eah other in the same situation the system harateristis have to be hanged.Changing the harateristis an be done dynamially by setting di�erent weights to Net-work Closeness, Semantial Closeness and Load Closeness.The system has been fully implemented and an be used to stream MPEG-1,2,4 multi-media ontent over IP based networks. For the evaluation the system has been ombinedwith network simulator NS-2 [8℄. Using this ombination real media stream an be trans-mitted under di�erent network onditions. The result from the emulation is presented insetion 5.1.2 Related workContent Distribution Networks are operated by third party providers. The main ompo-nents are surrogate servers in the bakbone areas of network providers. On the server sidethey provide reliability and salability. On the lient side they provide high throughputwith low latenies. Content Delivery Networks diret eah lient request to the mostappropriate surrogate server using DNS or HTTP rediretion. The original appliationarea has been the distribution of web objets. The main optimization riterion is tominimize the repliation osts between the origin- and the surrogate servers. Nowadays,the systems are also used to distribute multimedia ontent [?℄ [?℄. The seond approahare Peer-to-Peer systems where workstations of individual users ollaborate to build adistributed system. Content that is downloaded by one peer is usually made availablefor all other peers. So popular ontent is highly available. Peer-to-Peer systems mainlydi�erentiate in the arhiteture they provide for ontent retrieval. The arhiteture aneither be fully entralized, fully deentralized or hybrid [?℄.2.1 Problems Content Distribution NetworksFigure 1 shows a simpli�ed senario for a typial CDN [7℄ ontaining one origin server, aset of M high performane surrogate servers with high speed network onnetions and a setof N lients. One would assume that one there are enough surrogate server resoures toserve the requests, performane bottleneks an be avoided. The problem in this exampleis not the server performane but the geographial loation of the surrogate servers relativeto the lients with a bottlenek in-between.As a result the quality of the ontent streamed from the surrogates would be worsethan from the original server. One solution for this kind of problem is CDN peering [?℄,where providers temporally rent surrogates from other CDN providers that are loser toatual lient requests. In the example senario CDN peering is not appliable beausewe assume that there are no surrogates with free apaity from other CDN providers.Redireting the requests to the origin server would not sale and render the Content2



Figure 1: Content Delivery Network SzenarioDistribution Network unneessary.2.2 Problems of Peer-to-Peer systemsPeer-to-Peer systems are based on the assumption that ontent is downloaded from a�nearby� peer and not from the origin server. The downloaded ontent is again sharedfor other peers whih inreases salability and download performane. Popular ontentis usually available by multiple peers and an be served by them in ooperation [3℄. Themain drawbaks of peer-to-peer networks are the fragility and the usually low networkapaity of the individual peers. Fragility means that the up-time of a peer ompletelydepends on the end-user. Upload apaity is usually low beause aording to [3℄ mosthome users have ADSL or able modem onnetions. In senario visualized in �gure 2we fous on the uptime of the peers ombined with the ontent distribution among them.Take for example a video having a bit rate of 600 Kbit/s and a playbak time of one hour.

Figure 2: Peer-to-Peer System SzenarioThe video is provided by the peers A,B,C. Eah of the peers has an upload apaity of250 Kbit/s, the aggregated bandwidth is 750 Kbit/s. The playbak starts at 15.45 and3



ends at 16.45 o'lok. Peer A is swithed o� after 30 minutes (at 16.15 o'lok). So from16.15 o'lok onwards the aggregated bandwidth from Peers B and C is 500 kbit/se butthe video still requires 600 Kbit/s. There are other peers with su�ient resoures, likepeer D or peer E. The peers D and E don't share the required and annot be fored to.As a result the reeiver peer is only able to view the ontent with the original quality forthe �rst 30 minutes.3 The ProXy-to-ProXy NetworkIn this setion we desribe how to ombine the Peer-to-Peer with the Content DeliveryNetwork approah. The new approah is alled Proxy-to-Proxy. Proxy-to-Proxy is aimedto get rid of the problems Peer-to-Peer systems and Content Delivery Networks have (seesetion 2.1 and 2.2).The ore omponents are workstations (proxies) dediated for storing, manipulating andstreaming MPEG-1,2,4 video and audio ontent. The workstations are loated in loalarea networks or onneted to the Internet using dial-up lines. Eah proxy learns aboutother proxies by onneting to a distributed Domain Name System (DNS) [5℄. Proxiesooperate with other proxies by forming groups. Groups are haraterized by an uniqueleader and a number of proxies. The group formation proess (setion 3.4) is based onombining Network Closeness (setion 3.1), Semantial Closeness (setion 3.2) and LoadCloseness (setion 3.3). The weighted sum of the three measures gives the so-alled ProxyA�nity (see setion 3.4 )3.1 Network Closeness (NC)Network Closeness is a metris to maximize the throughput between the proxies and futurelients. The di�ulty is that future lients are not known by the time a group is reated.What is known instead is that eah lient is onneted to one proxy (entrane-proxy).The entrane-proxy and the end-lient have to be in the same loal network. By knowingthe absolute position of the proxy-gateway, the positions of the �future� lients are alsoknown. A logial view of a proxy group an be found in �gure 3. The groups leaders
Figure 3: Logial Proxy-Client Vieware labeled red, the proxy-gateways are labeled green and the end-lients are labeled4



yellow. It is assumed that bottleneks our on the paths between the proxies and notbetween the gateway and the end-lient. Making this assumption, it is only neessaryto avoid the bottleneks between the proxies to serve requests without paket loss andjitter. Therefore eah new proxy is added to the group where it has the highest averageavailable bandwidth (Network Closeness) to all N group members. NetworkClosenessto one group is alulated as:
NetworkCloseness =

1
N

N
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N is the number of urrent group members, AvailBW is the measured available band-width between the new proxy and group member i, 1 ≤ i ≤ N . The upload bandwidthof the new proxy is AvailUploadBW. The higher the available bandwidth to all groupmembers the better is the Network Closeness value. In ase that the AvailBW is equal toAvailUploadBW, Network Closeness takes the value 1. Otherwise it is between 0 and 1.3.2 Semantial Closeness (SC)Semantial Closeness is used to make proxy groups homogenous. In a homogenous groupall proxies share the same type of ontent. In the urrent system the type of ontentis expressed by ombining video genres and playbak times. Genres are required to dis-tinguish between types of movies. So it is possible to di�erentiate for example betweena sienti� doumentation and an entertainment movie. Playbak times are required todistinguish between the trailer and the full version of the same movie. For alulatingSemantial Closeness, all movies need to be mapped to disjoint ategories. The averageplaybak duration for all movies in ategory c is alulated as:
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3.3 Load Closeness (LC)Load Closeness represents the relationship between the urrently available and requiredresoures for a group. In the atual state of the system the only resoure onsidered is theavailable upload bandwidth of the proxies. Load Closeness LCp for proxy p is alulatedas:
LCp = 100 ∗ max(1,

UploadBWRequired

UploadBWAvailable

) (3)The required upload-bandwidth UploadBWRequired is the aumulated bit rate of all Nurrently streamed data �ows:
UploadBWRequired =

N
∑

i=1

bitrateiThe LoadCloseness for a group is alulated by averaging the Load Closeness values forall members M :
LoadCloseness =

1

M

M
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LoadClosenessi (4)LoadCloseness an take values between 0 and 100%. The higher the value the more loadedis the group and the more additional ressoures are required.3.4 Proxy Group FormationProxy groups are built driven by the notion of ProxyA�nity. Proxy A�nity is theweighted sum of Load Closeness (LC), Semantial Closeness(SC) and Network Close-ness(NC):
ProxyAffinity = α ∗ LC + β ∗ SC + γ ∗ NC (5)If a new proxy enters the system, it joins that group to whih it has the highest a�nityvalue. In ase that all fators are weighted equally the system behaves like a ombinationof a Peer-to-Peer system and Content Delivery Network. The experimental results usingthis system behavior an be found in setion 5.3 In order to enfore pure Peer-to-Peerbehavior α and β are set to 0. In this ase groups are built lose to future lients butthe ontent is not homogenous and the request load is not balaned. The experimentalresults using this system behavior an be found in setion 5.1In order to enfore pure Content Delivery Network behavior β is set to zero. Using thisparameter setting the group is homogenous and the load is balaned but the ontent is notstored lose to the lient loations. The experimental results using this system behavioran be found in setion 5.2.4 The Simulation ModelOur simulation model onsists of three generi layers. The �rst (bottom) layer ontainsthe paket-level network simulator NS-2 [8℄ and Brite [6℄. The goal of Brite is to generate6



aurate syntheti strutures for NS-2 that re�et real Internet behavior.The seond layer is the Peer-to-Peer protool layer based on the gnutella simulator [2℄.Forthe Peer-to-Peer simulation we have used the gnutella protool [1℄ whih is one of the mostpopular protools for distributed peer-to-peer �le sharing appliations like LimeWire,Gnuleus or BearShare. For the CDN and the Proxy-to-Proxy simulation we have addeda entral ontent management instane that deides about request rediretion.The third layer embodies the appliation behavior. Nodes an be online or o�ine, dosearh or download ontent. This layer we have enhaned by merging EvalVid [4℄ whihis a tool-set for evaluating the quality of videos transmitted over syntheti network on-netions.EvalVid enables to measure QoS parameters of the underlying (simulated) network, pro-viding methods for determining frame loss and delay. Lost or delayed frames are substi-tuted by the last frame that has been deoded properly. Aording to [4℄, this resemblesa real world video player behavior. The quality of a transmitted video �le is alulatedusing the Mean Opinion Sore (MOS). The Mean Opinion Sore is based on alulatingthe quality di�erene between the original and the reeived video using the PSNR met-ris.The advantage of MOS is that it is a more representative metris than pure PSNR.More information about the onversion from PSNR to MOS an be found in [4℄.
5 SimulationThe generated topology for all simulations ontains 1000 nodes, distributed over 100networks in 20 autonomous systems. The aess speed for the nodes varies between 256Kbit/s and 100 Mbit/s. The number of video �les shared by eah host is on average 500 (the typial number of �les shared by a Gnutella host [3℄ ). 40% of the �les have a playbaktime of 120 minutes (typial length of a Hollywood movie), 30% have a playbak time of60 minutes and 30% of 30 minutes. The data-rate of the movies varies between 100 and400 Kbit/s.
5.1 Peer-to-Peer SimulationIn order to quantize the e�et Peer-to-Peers systems problems (setion 2.2) on the result-ing media quality we have simulated the behavior of suh systems onerning online timeand network loss in a 24 hours trae. For example an online time of 50% means that eahpeer has subsequent (normally distributed) online and o�ine times, resulting in a totalup-time of 12 hours. The network loss values have been varied between 10% and 100%loss for eah online level, yielding the following min, mean and max MOS results:7



Online level min mean maxin % MOS MOS MOS10 2.0014 2.06631 2.111520 2.0019 2.89885 3.329030 2.0019 3.00497 3.317440 2.0019 3.41421 4.238150 2.0019 3.41876 4.257060 2.0019 3.57989 4.669570 2.0019 3.67477 4.959380 2.0019 3.61779 4.787590 2.0019 3.68281 4.9995100 2.0019 3.68281 4.9995Considering that the online time of gnutella peers is on average between one and twohours every day (orresponding to at most 10% online time in our trae) it an be seenthat the quality of the reeived streams in the senario ould be improved on average by78% (2,06 vs. 3,68 MOS) and at most by 136% (2,11 vs. 4,99 MOS) simply by enforingan online time of 100 %.5.2 CDN SimulationFor Content Distribution Networks we have simulated the resulting media quality fromvarying the distane between the lient and the losest surrogate server as well as theperentage of available ontent in an 24 hours trae. For example having an ontentavailability of 50% means that 5 out of 10 requests are served by the surrogate server, forthe others the ontent has to be repliated just in time and forwarded to the reeiver. Themin, mean and max MOS values from this variations in orrespondene to the distanein networks elements are listed as follows:Distane in min mean maxNW elements MOS MOS MOS1 3.194000 3.678255 4.0228002 3.194000 3.678255 4.0228003 3.159125 3.740797 4.1341004 3.058950 3.758410 4.1930005 2.922800 3.758410 4.1341006 2.723175 3.614535 4.0208507 2.519875 3.306957 3.6252258 2.309350 2.909415 3.1468509 2.103275 2.471552 2.59537510 1.869050 2.000920 2.0402508



Assuming that the average distane between the nearest surrogate server and the lientan be redued from the average distane of 10 hops to 5 hops, a quality improvementof at least 56% (1,86 vs. 2,92 MOS), on average 87% (2,00 vs. 3,75 MOS) and at most102% (2,04 vs. 4,13 MOS) an be ahieved.5.3 X2X SimulationIn order to evaluate our Proxy-to-Proxy approah we have made the assumption that theproxies have an availability of 100%, ignoring failure times. Content Distribution Networkbehavior has been simulated using Load Closeness (LC) and Semantial Closeness (SC)aording to the dynami parameter setting in equation 1 (setion 3.3):
ProxyAffinity =

LC

SC
∗ LC +

SC

LC
∗ SC (6)For simulating Peer-to-Peer behavior we have only used Network Closeness (NC), (seesetion 3.3):

ProxyAffinity = NC (7)And Proxy-to-Proxy behavior (merged P2P and CDN) has been simulated using LoadCloseness (LC), Semantial Closeness (SC) and Network Closeness (NC), (see setion3.3): ProxyAffinity =
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Figure 4: Proxy-to-Proxy NetworkAll three approahes have been ompared against eah other (Figure 4), the resultsyielding the worst, average and best quality are listed below:9



Simulated min mean maxbehavior MOS MOS MOSP2P (equation 2) 1,668770 2,775338 5,000000CDN (equation 3) 2,007025 3,075795 3,444350X2X (equation 4) 2,841410 4,279561 5,000000Building groups based on X2X or P2P behavior has been ompared in the �rst exper-iment series. It an be seen that the min and mean MOS values of the X2X approah are71% and 54% better than using the P2P approah. The highest MOS value ahieved byboth approahes is equal. Comparing X2X to CDN behavior it an be seen that the minMOS value of the X2X approah is 40%, the average value is 36% and the best value is45% better than using the CDN approah.5.4 ConlusionWe have analyzed the problems of Peer-to-Peer systems and Content Distribution Net-works. Peer-to-Peer systems su�er from low availability (online time of individual peers)and have a ontent management problem onerning the relationship between sharedontent and required ontent. Content Distribution Networks are stati and bound tosurrogate server loations, sometimes having no possibility to avoid long network pathsbetween the surrogate servers and lients. As a solution for these problems we have pre-sented a system, alled Proxy-to-Proxy being able to ombine the highly dynami butfragile Peer-to-Peer approah with the more robust but in�exible Content DistributionNetwork approah. The P2P,CDN and X2X approahes have been ompared againsteah other onerning the quality of streamed multimedia ontent, using the Mean Opin-ion Sore metris. The emulation results show that the quality, using the X2X approah,is 71% and 45% better than quality ahieved using the P2P or CDN approah.Referenes[1℄ E. Adar and B. Huberman. Free riding on gnutella, Otober 2000.[2℄ Qi He, Mostafa Ammar, George Riley, Himanshu Raj, and Rihard Fujimoto. Map-ping peer behavior to paket-level details: A framework for paket-level simulation ofpeer-to-peer systems. In Mapping peer behavior to paket-level details: A frameworkfor paket-level simulation of peer-to-peer systems, pages 71�78, 2003.[3℄ Shoaib Khan, Rüdiger Shollmeier, and Ekehard Steinbah. A performane om-parison of multiple desription video streaming in peer-to-peer and ontent deliverynetworks, presented at ieee 2004 international onferene on multimedia and expo(ime2004), 2004. 10
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