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ABSTRACT
One of the most important tasks in software maintenance is to understand the behavior of the system’s parts one is dealing with. The common way for a maintainer then is to study the documentation of a system. However, more often than not, this documentation is far away from being up to date, which is due to the system’s continuous changes which are not reflected in its documentation. In such a situation a maintainer is lost and her/his only alternative is to dig in the system’s source code. This paper deals with the problem of how to infer a (part of a) system’s behavior without having to look at its source code directly when the documentation is not trustworthy. For this purpose we analyze the events which are emitted by a system. Such sequences of events contain much information which allow to reason about the behavior of the emitter. We present an approach to infer formal descriptions from event sequences and discuss how these descriptions support the maintenance of a system.
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1. Motivation
From whatever perspective you approach it, software maintenance usually poses a challenge to a large variety of aspects for several reasons. One of the most aggravating facets of maintenance is caused by the evolution of a system. The term software evolution was first coined by Lehmann [1]. He identified two phenomena co-occurring with long running systems, which are called

1. law of continuing change and
2. law of increasing complexity.

Continuing change implies the recurring need to adapt software systems to evolving requirements. A system which is not adaptable diminishes in value over time. Consequently, this leads to the second law, which points out that a system does not only grow in size but also in complexity. Corrective and adaptive maintenance renders an ever lasting activity and they cause impacts leading to the second law of Lehmann. This is due to the effects which result from adapting software systems to changing requirements, thereby increasing the complexity of the system maintained because changes are not reflected adequately in the system’s documentation [2].

Systems can be structured according to their static or their dynamic aspects. Maintenance focusing on the static part changes the system’s structure (architecture). If such changes are not well documented, the system’s decay is inevitable. This is the reason why the adaptations of the static structures are in most cases reflected sufficiently in the system’s documentations. The research community is well aware of this fact and there are many approaches aiming at the redetection of static structures, like objects (classes) in legacy systems [3, 4, 5, 6, 7, 8].

However, maintenance activities do not always lead to changes in a system’s structure. Many requirements demand small adaptations of the behavior without touching static parts. Although the importance of documenting behavioral changes is well known, this task is usually neglected to a great extent. Thus, the consequence is a mismatch between the actual description of a system’s behavior and its actual functionality. Maintenance in such an environment is a extremely difficult task. This problem has been approached from different perspectives in literature [9, 10, 11, 12]. Most of these techniques are based on results of source code analysis and can be applied to analyze behavior of state-less components on the level of procedures and functions. Additionally, a repository containing knowledge in form of behavior patterns (cliches) is necessary to infer a component’s behavior. In most cases inferring is performed by matching chunks obtained from the maintained system with patterns retrieved from the repository. The approaches differ in their extraction techniques and/or their matching algorithms.

Due to their main resource, which is source code, all these approaches for program understanding either produce a large overhead for matching source code patterns or deliver inaccurate results. There are only a few approaches which do not depend on source code; nevertheless, then a full blown knowledge base is needed for a successful application [13, 14].
Even though all of these approaches lead to satisfying results within their domains, they do not take this very important aspect of describing the behavior of state-bearing components into account. They operate on a level which is too fine granular to capture the relationships between procedures and functions, resp. methods of one class. Thus, intra-object behavior can not be analyzed by them.

The work presented in [15, 16] aims at the description of the dependencies established between different methods of one object to gain a more holistic insight into its behavior. This dynamic view is provided by state-charts similar to UML-statechart diagrams [17]. To infer this view a very expensive source code analysis assisted by manual guidance is needed, even if the underlying system is rather small. Spending that much effort is not in all cases justifiable.

In this paper we present an approach for program understanding which does not rely on source code analysis. Instead, the starting point of our approach is a knowledge base built upon call traces. These traces are obtained by analyzing simple activity log files, test data, or dynamic traces. From that formal grammars are inferred which describe the regularities of event traces. These grammars reflect the main particularities of the behavior of state-bearing objects. The main assumption of our approach is that traces can be produced (or isolated) for those parts of a legacy system where the maintenance focus is placed. In the remainder of this paper we refer to the maintained parts as components, e.g. objects, modules, clusters of them.

The grammars, as well as statechart diagrams derived from that grammars describe all legal event sequences which were observed in the analyzed data. These event sequences comply with meaningful behavior of executed objects. Thus, the grammars resp. statechart diagrams reflect the dynamics of the objects in observation.

In the next section, the technique of how grammars are derived from event traces is discussed in detail. In addition the necessary qualities of event sequences are mentioned. How the results of the inference process are interpreted to obtain a meaningful description for objects’ behavior is presented in section 3.2. The benefits of our approach are shown in section 3., where the results are applied to a maintenance problem. We conclude this paper with a discussion about further work to be done and we give a short subsumption.

2. Inferring formal grammars from Event Traces

2.1 Event Trace

An event trace is a sequence of procedure- or method-calls of one component. A component is either an object or any coherent structure (e.g. module) comprising one state space. In this work we neglect concrete values which are transformed by a procedure - or method call to get an abstract view of the trace data. Traces can be obtained in two different ways: (1) by analyzing the call graph in the source code to build a static call trace, or (2) by observing the actual occurring calls during run time forming a dynamic trace. Static traces contain more information about the potential behavior of a component, which is due to the inclusion of all paths given in the source code. Whereas for maintenance it is not always necessary to have complete knowledge available, since only those paths are interesting which demonstrate the behavior to be maintained. Furthermore, the analysis of source code would be too costly, if only a particular behavior needs to be analyzed, which can be produced by the system anyway.

An event trace is gathered by observing calls to a particular component. In figure 1 an UML sequence diagram demonstrates the communication between component A and component B. This scenario contains two different traces which are an example for the behavior of A and B. The trace of calls of component A’s methods can be identified as A.m1 A.m2; that of B’s methods is B.a B.b B.c B.a B.b B.c. If traces are selected intelligently, the examples describe a significant part of behavior. Obviously, the complete characteristics of a component can hardly be captured by such traces. Therefore, we have to abstract from them.

In UML, the dynamics of components is described by means of statechart diagrams which are extended finite state automatas (FSA) [17]. Hence, event sequences are considered as words of a formal language, specified by a FSA. Our aim is to infer the automaton from words, resp. event traces.

2.2 Inference process

The process of inferencing grammars from words belongs to the problem field of sequence learning [18]. For maintenance one important fact must be considered: the knowledge about components exists as positive examples solely. Positive examples are words produced by the grammar, whereas negative examples do not belong to the language at all. Negative examples turn out to be very valuable, since they restrict the search space tremendously. Therefore, the
problem class is further refined and named in literature as \( \text{positive grammar inference problem} \).

In 1978 Mark Gold \[19\] proved, that in general, the identification of a canonical automata\(^1\), on the basis of given positive and negative examples, is NP-hard. However, if only positive examples were available, in general such an identification would be impossible. In the mid 80ies, therefore, research concentrated on heuristics in order to build automata for a specific context.

We adapted the \textsc{Sequitur} algorithm \[20\] to our needs. \textsc{Sequitur} generates a context-free grammar \[21\] from a given word. In fact, although the grammar belongs into this class of complexity, the generated languages are regular, since each inferred language is finite and it can produce one word only. \textsc{Sequitur} analyzes a sequence and substitutes each repetition by a rule. The aim of the algorithm is twofold: (1) It generates a shorter representation of the input, thus encoding it as grammar. (2) As a by-product a structural explanation of this sequence is provided.

A context free grammar \( G \) is a 4-tuple \( (T, N, R, S) \) containing a set of terminals \( T \), a set of non-terminals \( N \), a set of rules \( R \) of the form \( A \rightarrow \alpha \), where \( A \) is a non-terminal symbol and \( \alpha \) denotes a string of terminal and non-terminal symbols, and, finally, the start symbol \( S \). For a rule in that form \( A \) is called the rule’s name as well. Consider the sequence of component \( B \) (figure 1), which contains a repetition of the subsequence \( a \, b \). \textsc{Sequitur} replaces them with a nonterminal and introduces a new rule with that symbol. The grammars produced share the following two properties:

\textbf{Digram uniqueness} No pair of adjacent symbols exists more than once in the grammar. Adjacent symbols are substituted by grammar rules.

\textbf{Rule utility} Every rule is used more than once. If a rule is used only once in the grammar, it is deleted and the place where it was utilized is substituted by its right hand side.

The following grammar is inferred from the example sequence (nonterminals start with the meta symbol \( \$ \), the grammar’s start symbol is named an \( S \)):

\[
\begin{align*}
S & \rightarrow S A \, S A \\
S A & \rightarrow a \, b \, c
\end{align*}
\]

2.3 Extensions to \textsc{Sequitur}

\textsc{Sequitur} is adequate for describing single words. However, in a maintenance context, many words (event traces) of one component are given, each of which represents one specific detail of behavior. Only when put together, a valid description is producible. Given are the following two event traces of one component, \( a \, b \, c \) and \( b \, c \, a \). The \textsc{Sequitur} algorithm analyzes this examples independently and therefore the two grammars constructed do not find the evident behavior pattern \( b \, c \). To overcome this weakness, \textsc{Sequitur} was extended to enable the analysis of many different sequences, which are assumed to be produced by one component. This extension is called \textsc{Mseq} (multiple \textsc{Sequitur}) \[22\]. \textsc{Mseq} detects repeating patterns spread between different words.

Due to the primary goal of \textsc{Sequitur}, which is the grammar encoding of one word, only the word analyzed can be derived from the grammar. In particular, iterations of contiguously appearing tokens, which may refer to loops in the source code, are not explicitly revealed by \textsc{Sequitur}. This is not sufficient in program understanding and thus, a more general and abstract description of a component’s behavior is needed. \textsc{Mseq} provides with the possibility to introduce domain knowledge in form of an iteration heuristic. An iteration heuristic is the minimal number of sequentially occurring patterns in a word. If at least that many patterns occur consecutively, it is assumed that these patterns were produced by a loop. For instance, the event trace \( a \, b \, b \, b \, c \) hints to a grammar \( G \) with the rules \( S \rightarrow a \, B \, c \), \( B \rightarrow b \, b \, b \, B \), where an infinite sequence of the terminal \( b \) may be produced. Obviously, this pattern does not need to be generated by a loop in the component emitting the sequence. How many sequential occurring patterns really hint to a loop depends on domain knowledge. Therefore, the iteration detection mechanism of \textsc{Mseq} can be controlled by the minimal \( n \)-parameter, which specifies the minimum number of iterations defining a loop. In the example, above the values 2, 3, or 4 would have led to the same result. The correct adjustment of this parameter depends on domain expertise and must be provided by the maintainer.

\textsc{Sequitur} bases its pattern recognition on the detection of repeated digrams (patterns of length 2). However, there may be situations, where the sequences demonstrate a certain pattern length larger than 2. In such cases it is better to base the grammars on that characteristic length. Thus, \textsc{Mseq} additionally offers the possibility to detect patterns \( (n\text{-grams}) \) of a length \( n \) specified by the maintainer which leads to more domain-adequate rule structures.

3. Maintenance support

3.1 Interpreting grammars for program understanding

\textsc{Mseq} produces formal grammars representing characteristic parts of a component’s behavior. Since they abstract from concrete values which are provided with the calls, \textsc{Mseq} provides with a more general description, which can hardly be recognized directly from the traces. In this way, grammars help to understand behavior. Due to the fact that many grammars correctly describe the same words, this degree of freedom is used to raise the level of understanding. The maintainer may adapt \textsc{Mseq} by tuning the parameters

\(^1\)An inferred automata is canonical, if it is equivalent to the automaton producing the word.
in order to generate results which reflect the particular domain better.

One possibility is to “play” with parameters to get a notion of the boundaries important in the domain. If the domain contains transactions of a certain length, the results obtained by a default pattern length may not reveal this characteristic. By experimenting with the value \( n \) for the \( n \)-grams, various grammars describe the underlying words. The responsibility which grammar to chose as the best description for that domain is passed onto the maintainer. For detecting iterations, a similar approach is chosen. A meaningful variation of the \( \text{minimalIt} \)-parameter helps to produce grammars with different levels of quality which generally aims at their understandability.

As a matter of fact, formal grammars are not that easy to comprehend for untrained maintainers. This is especially true if iterations are represented as recursions. Thus, \text{MSEQ} can be forced to change the output format of the grammars to EBNF\(^2\). The recursion of the start rule of the grammar presented in section 2.3 thus becomes \( S \to a ( b )^+ c \), which is indeed easier to comprehend\(^3\).

A further improvement to understandability is due to the property of the grammars generated by \text{MSEQ} whose languages are always regular. Regular languages are equal to FSAs [21], which are more understandable in general due to their graphical representation. Thus, these grammars can be transformed to FSAs without losing any information. But states in a FSA are not directly comparable with those of an UML statechart diagram. Anyhow, since they are depicted as graphs, their expressiveness is rated higher than the one of grammars. Algorithms which transform grammars to deterministic as well as indeterministic FSAs may be found in [21].

### 3.2 Interpreting grammars for maintenance

How can grammars describing partially the behavior of components help to maintain software? When considering the different kinds of maintenance activities, grammars help in the following ways:

In \textit{corrective maintenance} one of the main tasks is to locate the spot where an error occurs. Grammars are able to demonstrate structures of behavior. On a high level they can indicate wrong orders of events, incorrect placed recursions (iterations), or missing iterations. Any of these indicators may show wrong protocols of the component’s utilization and, thus, enables the maintainer to locate the corresponding parts in the source code by identifying the functional parts emitting wrong patterns. The localization is supported by two sources of information, which are (1) the event-emitting component and (2) the path within the component’s control flow graph leading to error prone places. E.g. see our previously presented example (page 2) which led to the grammar presented on page 3. Given is the following snippet of source code of component \( A \), which may produce sequences of the form \( (a b c) (a b d)^+ \).

\[\begin{align*}
\text{WHILE } \text{cond1} & \text{ LOOP} \\
& \text{call } B.a; \\
& \text{call } B.b; \\
& \text{IF } \text{condition2} \text{ THEN} \\
& \quad \text{call } B.c; \\
& \text{ELSE } \text{call } B.d; \\
& \text{END IF}; \\
\text{END LOOP;} \\
\end{align*}\]

The grammar inferred does not contain a terminal \( d \). Due to the maintainer’s domain knowledge, this is considered a fault since \( d \) must show up in the grammar. Thus, the maintainer is hinted to look at \text{condition2} controlling the path to \( d \), and to look at those variables which are referred to in the condition.

\textit{Adaptive maintenance} enhances the functionality of a system by changing it in accordance with new requirements. Grammars generated by \text{MSEQ} support this activity by guiding the maintainer to those places where changes should happen. Consider a required adaption of the behavior to the example given above, where a word \( a b e \) must be producible. Therefore, a further alternative in the IF-construct, \( B.e \), should be available when a particular condition holds. Similarly to the path location, during corrective maintenance the grammar directly helps to locate the corresponding spot in the source code.

### 4. Further Work

Grammars describe the behavior of components. We provided hints for locating spots to be maintained in source code on the basis of grammars and words. These hints could be further improved, by connecting the forward engineering process for developing components to the program understanding activity and maintenance stronger. In that direction some work has already been done [2], where formal specifications for establishing forward and backward traces are utilized. We want to exploit these techniques for program understanding as well.

\text{MSEQ} detects any repetitions in event traces. If characteristic patterns of the respective domain were known in advance, the inference process as well as the resulting grammar would benefit tremendously from the use of them. Hence, a next step to improve \text{MSEQ} would be to develop the algorithm into that direction.

### 5. Conclusion

We presented an approach to automatically generate descriptions of behavior from dynamic event traces which are obtained from a running system. After isolating the parts of a system to be maintained, such generated descriptions (formal grammars, finite state automats) help to understand the behavior of the isolated part. This type of descriptions is a common way to specify the behavior of software.

---

1. Extended Backus Naur Form
2. In EBNF an \( x^+ \) indicates that \( x \) is at least iterated once.
non-ambiguously. Hence, a maintainer does not have to be especially trained to interpret these abstractions. Thus, without touching the source code, a maintainer is able to reason about a system’s behavior and, consequently, is supported in its maintenance.
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